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1 What

A meta-learning algorithm which can quickly learn from previously unseen task
sampled from the same distribution as training tasks belong to. It is easy to
implement and does not require differentiating through the optimisation process.

2 Why

Humans do not learn from scratch, but we want the machines to do that. What
if we just pre-train the model to adapt to new tasks quickly? Meta-learning is
the field that is interested in this.

One approach of meta-learning is to encode the learning algorithm in the
weights of an RNN, but do not perform gradient descent at test time [Hochreiter et al., 2001,
Santoro et al., 2016]. A second approach is to learn the model initialisation and
then fine-tune it at test time on the new task [Deng et al., 2009, Finn et al., 2017].

The good thing about MAML is that it uses a gradient-based learning algo-
rithm which can generalise better even when getting an out-of-sample data. On
the other hand, it’s not the best choice for problems which require a lot of grad
steps at test time, since MAML needs to differentiate through the optimisation
process. (Don’t get this one. Is it about computational complexity? )

3 How

Algorithm 1: Reptile, serial version

1 Initialise φ, initial params of the model;
2 for iteration = 1 to nepochs do
3 Sample task τ with loss Lτ ;
4 W ← SGD(Lτ , φ, k), where k is the number of SGD steps;
5 Do the update φ← φ+ ε(W − φ);

6 end

∗Notes by Vitaly Kurin https://yobibyte.github.io/
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If you want, you can also use Adam or another algorithm to do the grad
update for φ.

Eτ [SGD(Lτ , φ, k)]
?
= SGD(Eτ [Lτ ], φ, k) (1)

Equation 1 holds only when k = 1. This explains why Reptile converges to
a solution that’s very different from the minimizer of Eτ Lτ .

Algorithm 2: Reptile, batched version

7 Initialise φ, initial params of the model;
8 Sample tasks τ1, τ2, ..., τn;
9 for iteration← 1 to nepochs do

10 for i← 1 to batch size do
11 W ← SGD(Lτi , φ, k), where k is the number of SGD steps;
12 end
13 Do the update φ← φ+ ε

k

∑n
i=1 (Wi − φ);

14 end

I really like the fact, that apart from just showing the plots, the authors take
a step forward and analyse behaviour of the algorithm in the Analysis section.
First, they factor and compare the grads of MAML, First-Order MAML and
Reptile. Second, they show (informally) that Reptile converges to a solution
close (in Euclidean distance) to each task manifold of optimal solutions.

Apart from that, the authors experiment with different combinations of inner
loop gradients. The conclusions of these experiments are:

• the more mini-batches is better

• more inner loop iterations also help

4 Evaluation

4.1 Sine Wave Regression as in [Finn et al., 2017]

The task here is to fit a sine wave fτ = a sin(x+ b). Amplitude a ∼ U([0.1, 5.0])
and phase b ∼ U([0, 2π]) define the task. They sample p points x1, x2, ..., xp ∼
U([−5, 5]) and try to fit the curve by minimising the loss Lτ (f) =

∫ 5

−5
‖f(x)− fτ (x)‖22 dx

MAML and Reptile behave similarly on this toy-task.

4.2 Few-shot classification on Omniglot and Mini-ImageNet

Lot’s of tables with lot’s of figures to show that Reptile is pretty close to MAML
(still a bit worse in terms of performance).

5 Comments

• Weird, that they show no comparison with other methods when k = 1.
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• Weird, that their k parameter is different for each of the experiments.
They do not compare different behaviour using the same k.
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